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Abstract

In this paper, an algorithm for high quality coding of 48 kHz sampled audio signals is

presented. The signal is first converted to a frequency-domain representation using the Mod-

ulated Lapped Transform. Perceptual irrelevancies in the signal are removed by employing

frequency-domain human auditory masking properties to derive a masked quantization noise
threshold. The noise threshold is then smoothed using simple morphological operations to

account for limitations in the frequency resolution of the transform. This smoothed thresh-

old is then used as the input to a multistage uniform scalar quantization scheme that shapes

quantization noise to fit below the masking threshold. Higher order entropy coding is applied

to the output of the quantizer, simultaneously exploiting dependencies in the time, frequency,

and stage dimensions. A variable number of quantization stages is used for each transform

coefficient. However, the nature of the formulation is such that no side information is required

to send the number of stages. Through an informal experiment, the audio quality of the new
coder was found to be better than that of the MPEG layer I coder and roughly equivalent to

that of the MPEG layer II coder.

*This work was supported by the Natural Sciences and Engineering Research Council of Canada under grant

# OGP-0187668 and NASA.



1 Introduction

Digital compression and coding of high fidelity audio signals has become a key technology in the

development of cost-effective multimedia systems [1, 2, 3, 4, 5, 6]. Most audio coding algorithms

rely on (a) removal of statistical redundancies in the signal and (b) exploitation of masking

properties of the human auditory system to "hide" distortions in the coded signal. Transform

and subband coders provide a convenient framework for time-frequency domain signal analysis

and coding based on these two principles. The most notable examples are the coders that are

compatible with the MPEG standard audio coding layers I-III [6]. Such coders are based on

subband/(transform decomposition, perceptual masking, scalar quantization, and simple block

companding (layers I and II) or multi-dimensional Huffman coding (layer III).

In the coding algorithm proposed here, we employ variable-depth multistage quantization

together with a perceptual transform to exploit noise masking redundancies [7]. The front-end

perceptual transform system is based on the Modulated Lapped Transform (MLT) [8] as well as

all the well-known auditory modeling features. The unique feature of this work is the utilization

of variable-depth multistage uniform quantizers in conjunction with high order entropy coding.

The construction avoids completely the need to send side information updates about the number

of stages (or depth level) in the multistage quantizer.

2 Auditory Masking Model

Masking is a psychoacoustic phenomenon that renders low level signals concentrated in a given

frequency region inaudible in the presence of higher level signals at neighboring frequencies. The

masking model used here is similar to the well-known method developed by Johnston [3]. It relies

on the computation of (a) summations of signal energy over frequency regions corresponding to

critical bands of the auditory system [9], (b) a cochlear spreading function which describes the

effects of signal energy in one critical band on masking in adjacent bands, and (c) a measure

of tonality of the signal. From this frequency domain analysis, a masking threshold is obtained

and used to provide a perceptual upper bound on the level of quantization noise that can be

tolerated at each frequency for a given short-time signal segment. Since the MLT is here applied

to relatively long audio frames (e.g, 1024 samples used to compute 512 coefficients per frame),

it provides a fine frequency resolution. Thus, the critical band energies are computed directly



from the MLT subbandoutputsin eachframe.

At low frequencies,the critical bandwidth is quite narrow. In this frequencyregion, the

sidelobeamplitudesandmainlobewidth of the transformedMLT basisfunctionsaresignificant

in comparisonto the thresholdshape,sinceleakagefrom adjacentfrequenciescanviolatethe

maskingthreshold,asshownin Figure1. Thus,the maskingcurvemust beconstrainedto take

the basisfunction shapeinto account.To overcomethis problem,a morphologicalopening [10]

of the masking threshold is performed, using the magnitude squared of the transformed basis

function as a structuring element. This operation results in a masking threshold that is less than

or equal to the original threshold in magnitude, but obeys the frequency resolution constraints

of the MLT.

3 Quantization and Entropy Coding

By applying an N-point MLT (N = 512 coefficients computed from 1024 input samples) and the

masking model to M (e.g., 4, 8, 16) consecutive audio frames, M × N significant 1 coefficients and

their associated masking thresholds are obtained. The M × N matrix of coefficients represents

the short-time frequency characteristics of the audio signal. As illustrated in Figure 2, the

M × N matrix is divided into subbands. The subbands are then quantized independently using

a multistage residual uniform quantizer and entropy coded by an arithmetic encoder [11]. The

arithmetic encoder employs probabilities that are obtained adaptively using a finite state machine

(FSM), as described below.

3.1 Quanti_,ation

Each stage quantizer consists of three levels. The only information about the multistage quantizer

required by the decoder is the maximum value Xm_x, the minimum value Xmin, and the average

value xavg of the coefficients in each subband. Both the encoder and the decoder can then

construct the first stage quantizer by choosing the reconstruction levels to be y0 = xavg, Yl =

1
1 "_(Xmax -- Xavg). The maximum magnitude of theXmin + -_(xa_g - Xmin), and Y2 = Xm_= -

error allowed by the first stage is A1 = ½ max(zavg - Xm_n, Xm_= -- Xa,g). The ith (i = 2, 3,...)

2
subsequent stage quantizer is reconstructed by setting its levels to y0 = 0, Yl = -_Ai, and

1Ignoring the coefficients above M = 464 (frequencies > 21 kHz) does not affect the perceptual quality of the

reproduced audio signal.



Y2 = _/ki, where Ai is obtained using A1 and the recursion equation /k_ _ t'_-13 Since the

average value of the residual data is usually very close to zero, setting the middle level to zero

introduces no significant additional distortion. However, this has the advantage that quantization

can be stopped any time the distortion falls below the associated masking threshold value, and

zeros are then output by any subsequent stage quantizers. By encoding the sequence of zeros,

the encoder indicates that adequate precision has been obtained without explicitly sending side

information to the decoder.

Following the above construction, the value of the first coefficient of a particular subband

is assigned one of the three levels of the first stage quantizer by way of two comparisons. If

the distortion, which is the positive difference between the coefficient value and the value of

its assigned level, is below the masking threshold, quantization of the difference is not required.

Otherwise, the difference is quantized using a new stage quantizer that is constructed as described

above. This process continues until the distortion falls below the masking threshold. The other

subband coefficients are quantized using current multistage quantizers, assuming zeros as outputs

for unnecessary stage quantizers and constructing new quantizers when required. Clearly, the

number of stage quantizers can vary from one subband to another, and can be determined once

the last subband coefficient is quantized.

8.2 Entropy Coding

As illustrated in Figure 3, the multistage uniform quantizer outputs as many multiresolution

approximations of the subband coefficients as the number of stage quantizers. Such approxlma-

tions appear as slices of a spectrogram that is shaped by the masking noise. Each slice consists of

three grey levels representing the outputs of the corresponding stage quantizer for the subband

coefficients. Statistical dependencies exist in the time, frequency, and stage dimensions, and

these can be efficiently and effectively exploited by using a simple algorithm that is based on the

statistical modeling method described in [12, 13, 14],

The modeling algorithm used in this work is based on a FSM whose state transitions are

determined from some previously decoded stage quantizer outputs or symbols. The number and

coordinates of the best few (4- 6) conditioning symbols change from one subband to another, but

they vary slowly as a function of the characteristics of the audio signal. Thus, such information is

4



determinedoff-lineusingafast implementationof thetree-structuredsearchingmethoddescribed

in detail in [13, 14]. Morespecifically,we first selecta sufficientlylargeregionof supportthat

consistsof manyneighboring(in time,frequency,andstage)conditioningsymbols.Usingalarge

training setrepresentingdifferenttypesof audiomaterial,wethencomputeapproximatevalues

of conditionalentropiesfor all the neighboringconditioningsymbols.Only thosesymbolswith

conditionalentropiessignificantlysmaller than the first order entropy areselected. Suchan

approximationis suboptimal.However,it is shownexperimentallyto performverywell, andit

requiresonly approximatelythreeadds/shiftspersubbandcoefficient.

Theencodingof the stagesymbolsconsistsof (1) identifyingthe closeststateandassociated

table of probabilitiesand (2) arithmeticallyencodingaccordingto the probabilities.That is, a

vectorof valuesof the conditioningsymbolsis mappedto a vectorin a statebook. The state

book usually containsa few vectors,eachrepresentinga state. The statepoints to a table of

frequenciesusedby the arithmeticcoderto identify the appropriatecodespacefor the current

symbol.

To explain the mappingprocedure,let x = (xl,...,xn) be the vector of values of the n

selected conditioning symbols. Similarly, let yS = (y_,..., y_) be a state book vector associated

with a state s. The vector x is compared to each state vector yS and if the two vectors are equal,

the associated state _ is selected. If the vector x is different from all current state vectors, it is

then added to the state book. As the state book size reaches a predetermined maximum value,

the least popular state vector is deleted and the new vector is added. For each state vector,

the distribution of the table probabilities can be adapted to the local statistics of the audio

signal. In this work, we follow the simple strategy described in [11], where a table frequency

corresponding to the current coded symbol is incremented, and the frequencies in the particular

table are halved once their sum exceeds a predetermined maximum value.

4 Experimental Results

In an informal subjective comparison test, the quality of our coder was compared with that of the

MPEG layers I-II coders whose implementation can be found at http://drogo.cselt.stet.it/mpeg.

The intent of this test was to gain a rough benchmark of the audio quality in a working coder.

Better results may be obtained by optimization of the front-end transform and perceptual model.



Wepresentedeachof fivetest signalsSUZANNEVEGA(fl), TRACYCHAPMANN (f2), CHIMES

(f3), FIREWORKS (f4), and SAX-TRUMPET (fb) (each 10-15 sec duration) to 25 volunteer subjects

via headphones. The signals were sampled at 48 kHz and monophonic, but presented to both ears.

The test subjects were graduate students with varied experience in subjective audio assessment.

In each test case, two signals were presented in a random order: (i) the test signal coded by the

MPEG layer ] or II coder and (ii) the same signal coded using our coder. Each listener was then

asked to choose the signal he/she preferred, after listening to the pair as many times as desired.

The playback level was adjusted by each subject once, only at the beginning of each session.

Our audio coder employs the MLT to transform audio frames of length 1024, (overlapped by

50%) to generate 512 coefficients. Among the 512 MLT coefficients per frame, only the N = 464

lowest in frequency are quantized and coded. By grouping M = 32 audio frames, a 32 x 464

matrix of coefficients is obtained. The matrix is divided into 4 rectangular subbands of length

32 in the time dimension and widths 58, 58,116, and 232 in the frequency dimension.

Although the number of stage quantizers is determined during the quantization process, it

still cannot exceed a practical maximum value of 10. The maximum number of conditioning

symbols is set to 10 and the maximum allowed number of states is set to 100. However, our

implementation employs at most 4 symbols and 16 states, while still achieving essentially the

same level of compression performance. The table probabilities are approximated with one-byte

frequency counts, where the lowest probability is _56 and the highest probability is 25___55256"

Table 1 summarizes the results of subjective comparison of our coder and the MPEG layer I

coder. As is clear from the tables, a majority of listeners preferred our coder over MPEG layer

I. It also should be noted that that our coder performs better at 80 kilobits per second (kbps)

than the MPEG layer I coder at 96 kbps. However, Table 2 reveals that the subjective quality

of our coder is roughly equivalent to that of the MPEG layer II at 64 and 80 kbps. As shown in

the tables, the test signal (f3), which consists of a set of chimes being struck, was more difficult

for our coder than some of the other signals, and some unmasked quantization noise was audible.

This indicates that further tuning of the psychoacoustic model may be necessary.

Our coder is comparable in terms of computations to the MPEG layers I-II. First, the MLT

filter bank requires approximately 26 multiplies per sample. Second, our quantization involves

only an average of about 3 compare and subtract operations. Third, our current FSM imple-



mentationrequiresonly afewcompareoperations.Finally,evenadaptivearithmeticcodingcan

now be performedvery efficiently,usingmanyof the fast implementationsdevelopedrecently

[CITE ?].

5 Conclusions

A transform coding scheme based on the Modulated Lapped Transform, a perceptual noise

masking model, and a new quantization/modeling algorithm has been presented. The percep-

tual model is able to take into account the limitations of the transform resolution in setting a

noise detection threshold. From this threshold, a multistage uniform quantizer is used to shape

quantization noise to fit the masking curve. The FSM model used to encode the output of the

quantizer exploits statistical redundancies in the time, frequency, and stage dimensions, resulting

in effective compression of the audio signal.

The proposed audio coder is roughly equivalent in quality with MPEG layer II and performs

better than MPEG layer I at the tested bit rates. Its computation demands are small, and it is

amenable to simple hardware and software implementations.
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Coder at 64 kbps fl f2 f3 f4 f5

MPEG layer I (%) 4 4 56 20 12

Our Coder (%) 96 96 44 80 88

Coder

MPEG laver I at 96 kbps (%)

Our Coder at 80 kbps (%)

fl f2 f3 f4 f5

16 20 60 44 44

84 80 40 56 56

Coder 64 kbps 96 kbps

MPEG layer I (%) 19 36

Our Coder (%) 81 64

Table 1: Subjective quality comparisons between our coder and MPEG layer I. Numbers are

percentages of the listeners who selected the coder given in the same row.

Coder at 64 kbps

MPEG layer II (%)

Our Coder (%)

Coder at 80 kbps

MPEG layer II (%)

Our Coder (%)

fl f2 f3 f4 f5

80 68 56 48 24

20 32 44 52 76

28 60

f3 f4

72 44

28 56

f5

52

48

Coder 64 kbps 80 kbps

MPEG layer II (%) 55 56

Our Coder (%) 45 44

Table 2: Subjective quality comparisons between our coder and MPEG layer II. Numbers are

percentages of the listeners who selected the coder given in the same row.
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Figure 1: Morphological smoothing of masking threshold. The analysis window transform mag-

nitude squared (transform of a single MLT basis function) is used as the structuring element for

the smoothing operation, which accounts for limited frequency resolution in the transform.
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Figure 3: Top: portion of MLT "spectrogram" of audio signal. Middle and bottom: quan-

tizer stage outputs - white, grey, and black represent stage quantizer output levels. Note the

dependencies in the time, frequency, and stage dimensions.
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